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(Dated: February 9, 2010)

We present new results on the physics of short-pulse laser-matter interaction of kilojoule-
picosecond pulses at full spatial and temporal scale, using a new approach that combines a 3D
collisional electromagnetic Particle-in-Cell code with an MHD-hybrid model of high-density plasma.
In the latter, collisions damp out plasma waves, and an Ohm’s law with electron inertia effects ne-
glected determines the electric field. In addition to yielding orders of magnitude in speed-up while
avoiding numerical instabilities, this allows us to model the whole problem in a single unified frame-
work: the laser-plasma interaction at sub-critical densities, energy deposition at relativistic critical
densities, and fast-electron transport in solid densities. Key questions such as the multi-picosecond
temporal evolution of the laser energy conversion into hot electrons, the impact of return currents on
the laser-plasma interaction, and the effect of self-generated electric and magnetic fields on electron
transport will be addressed. We will report applications to current experiments.

I. INTRODUCTION

The availability of intense short petawatt laser pulses
at several laboratories around the world allows us to
study a host of new physical phenomena and applica-
tions of interest for laser fusion, using picosecond pulses
with energies of hundreds of Joules at intensities �
1018 W/cm2 in the focus [1]. Kinetic modeling of this
kind of laser-matter interaction, however, is challenging
due to the wide range in temporal and spatial scales that
need to be included. While the largest spatial scales are
set by the target size, typically sub-millimeter, the small-
est scales are determined by the plasma parameters such
as the skin length which is a fraction of a laser wave-
length in solid density. Similarly, the fastest time scale is
determined by the collision frequency in the high density
plasma at temperatures below 100eV, which is a fraction
of a femtosecond.

The aim of the present work is to provide a com-
puter modeling framework that allows us to simulate the
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FIG. 1: (Color) Schematic set-up of large cone-target sim-
ulation. (a) HYDRA simulation of low-intensity interaction
after 1 ns; length scales indicated by white lines, sub-region
selected for PIC simulation schematically indicated by dotted
black line. (b) Image of aberrated spot used for reconstruc-
tion of main pulse in 2D.

laser-plasma interaction from vacuum to solid density for
short-pulse laser plasma interaction and for fast ignition.
A central element of our approach is to use a good ap-
proximation to both the preformed plasma expected in
the experiment and the footprint of the laser spot. Fig-
ure 1 shows an example set-up in the form of a den-
sity profile extracted from a three-dimensional hydrody-
namic simulation performed with the code HYDRA [2].
Before each simulation we use an electron density map
such as the one shown in Fig.1(a) to set up an electron
density profile and a map of the charge state of ions.
The hydrodynamic simulation is typically run for laser
pulse characteristics corresponding to the intrinsic, am-
plified stimulated emission (ASE) type pre-pulse that is
present on most high-power short pulse laser systems,
e.g. intensities around 1012W/cm2 and durations of sev-
eral nanoseconds. Accounting for the preformed plasma
is especially important in cone-shaped targets as they
tend to have larger density gradient lengths compared to
planar targets, e.g. scale lengths of the order of tens of
micrometers, due to the confining effect of the cone walls.
It also allows us to make a quantitative assessment of the
effect of preformed plasma on the laser absorption.

A second element of our simulations is an accurate rep-
resentation of the focal spot. The near-field intensity
distribution is reconstructed from an image of the high-
power focal spot shown in Fig.1(b) to give the boundary
conditions for the Maxwell solver in the particle-in-cell
(PIC) simulation at the z = 0 plane of our simulation
box. Typically, a realistic focal spot has a multi-peaked
intensity distribution which leads to stronger and differ-
ent filamentation from an ideal Gaussian spot with the
same total power.

Finally, the third element of our modeling approach is
a description of solid media including resistive effects and
ionization. We will present a novel approach that inte-
grates laser-plasma interaction and electron transport in
solid matter self-consistently and discuss applications.
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FIG. 2: (Color) PIC simulations of cone interaction with pre-
plasma; shown are Poynting flux along z (P||), density of ’cold’
electrons ne and ’hot’ electrons nhot. (a) Intrinsic pre-plasma
case with 7.5mJ, (b) 100 mJ pre-plasma case. The laser is
incident from below.

II. STANDALONE CONE

We have used the set-up procedure described above to
model a standalone cone target experiment that was re-
cently performed on Livermore’s Titan laser facility [3].
In the experiment, an external pre-pulse with 100mJ of
energy, an intensity of 1012W/cm2 and about 3 ns fwhm
was added to the Titan laser’s intrinsic ASE pre-pulse,
which contains about 7.5 mJ over 1.7 ns. The key diag-
nostic was a time-integrated copper K-alpha fluorescence
image of the target that was measured with a spherically
bent crystal x-ray microscope tuned to the energy of K-
alpha emission. The result was that with the additional
100 mJ pre-pulse, the size of the K-alpha emitting region
in the cone increased dramatically while the total energy
of K-alpha photons emitted was the same as in a fiducial
shot with no external pre-pulse.

To study the physics effects leading to this increased
electron divergence with pre-plasma, we have performed
large scale 2D kinetic PIC simulations of the cone at full
scale, performed with the 3D PIC code PSC [4]. This
simulation region comprised an area of 200µm×300µm,
resolved at 20 cells per micron in each direction, using 50
particles per cell; the simulation time step was 0.07 fs as
defined by the Courant condition [7]. The electron den-
sity was clamped at 100nc, where nc = 1.12× 1021cm−3

is the critical density for λ = 1µm wavelength laser light,
to avoid numerical heating. Figure 2 shows the results
of our simulations. Both images combine the hot and
cold electron distribution as well as the Poynting flux
shown in red below for two configurations, one with the
Titan intrinsic prepulse of 7.5 mJ on the left, and for
the case with an external prepulse of 100mJ on the right.
Note that the image shows only a part of the simula-
tion near the cone tip. Our simulation results suggest
that preplasma causes the laser energy deposition to oc-
cur upstream in the cone and increases the divergence of
the electron beam, as shown in Fig.2. This conclusion is

supported by the time-integrated K-alpha images taken
in the experiment, which are qualitatively consistent with
those generated from our simulation output. They show
that in the 100mJ pre-pulse case, K-alpha emission is
much more widely spread along the cone walls and much
weaker at the cone tip than in the 7.5mJ case [3].

These simulations allow several conclusions. (1) Stan-
dalone cone targets allow only limited conclusions regard-
ing the electron energy spectrum as well as coupling ef-
ficiency. This is because the electrostatic confinement of
the hot electrons generated in the laser-plasma interac-
tion leads to a strong re-circulation during the picosecond
interaction time. While the re-circulating electrons inter-
fere with and actively modify the density and pressure
profile near the laser interaction, it is also technically
difficult to determine a net energy flux or a spectrum
in this kind of simulation set-up; (2) A related problem
that is mostly encountered in long-running PIC simu-
lations is associated with particle-absorbing boundaries.
When the simulation time exceeds the time for several
electron transits in the simulation box, electron currents
that accumulate at the box boundaries where they are
’absorbed’ lead to a build-up of electrostatic fields, which
eventually grow strong enough to reflect MeV electrons.
This affects the simulation result in that it modifies the
distribution function and absorption, unless the plasma
is surrounded by vacuum, which is the case in our stan-
dalone cone simulation; (3) It is important to use a fi-
nite mass for the ions rather than ignoring their motion.
The typical ion charge states observed in the hydrody-
namic set-up correspond to a Z/A ≈ 1/2 ratio between
ion charge and mass in the under-dense plasma inside the
cone, comparable to that of ionized deuterium. Ions will
therefore move significantly over the course of hundreds
of femtoseconds. When ion motion is ignored, the elec-
tron fluid motion will cause strong non-physical electro-
static fields in the pre-plasma which will alter the result
of the simulation.

III. HYBRID MODEL

In order to characterize coupling efficiencies and hot-
electron spectra in the target we provide more conduct-
ing plasma volume to the hot electrons by adding a wire
at the tip of the cone. However, we expect the electron
transport into the wire to depend on resistive effects in
the target. Hence we will need a description of of solid
density matter that goes beyond the laser plasma inter-
action described in the last section. In the following, we
will describe briefly our approach which integrates laser-
plasma interaction and electron transport in solid density
media self-consistently.

The key observation that motivates this approach
is that transport of laser-generated fast electrons into
a solid density target can be reduced to a resistive
magneto-hydrodynamic (MHD) description. Figure 3
shows the result of a highly resolved 1D collisional par-
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FIG. 3: (Color) Fully resolved collisional PIC simulation re-
sult, demonstrating that resistive MHD can be used to de-
scribe the fields generated by fast electrons. Shown are laser-
cycle averages of electron density ne, electron temperature Te

and longitudinal electric field Ez, and the value of the Ohmic
field η Jz computed from the current Jz and Spitzer resistivity
η, see text, at time t = 93 fs.

ticle in cell simulation of a 40 fs fwhm laser pulse inter-
acting with a copper slab. For reasons of simplicity, the
charge state of the ions, as well as the Coulomb logarithm
used in the collision operator have been set constant to
Z = 4 and ln Λ = 10, respectively. The solid density
slab is preceded by an exponential density gradient with
a scale length of l = 1.5µm, and it touches the end of
the simulation box at z = 25µm. We used 200 cells
per micron and 100 particles per cell to reduce numerical
heating and noise. The main result of this simulation is
that there is a good agreement between the electric field
from the simulation and the electric field computed from
an Ohm’s law via a resistivity, defined as

η|| = α||(Z
∗,B)× me

nee2τei
, (1)

where α is a function of the ionization degree Z∗ and
magnetic field strength B, ne is the electron density and
τei is the electron-ion collision time [5, 6].

Following this observation, we have developed a hy-
brid model that combines our conventional PIC code
which solves Maxwells equations with a hybrid model
that solves for the electric field from the fast electron
current via an Ohm’s law

0 = −E + η (Je + Ji)− (e ne)
−1∇neTe −

(e nec)
−1Je ×B + (e nec)

−1 ∆Pe−f
coll

∆t
, (2)

where the thermal current (Je + Ji) is determined from
the fast electron current Jf via Ampere’s law

Je + Ji = −Jf +
c

4π
∇×B , (3)

while the magnetic field is solved via Faraday’s law in the
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FIG. 4: (Color) PIC vs PIC/Hybrid simulation results for the
case discussed in Fig.3 at the same, and reduced resolution.
The interface between PIC and Hybrid region is indicated by
a dashed line.

same way as in a conventional PIC simulation

∂B

∂t
= −c∇×E (4)

All field- and particle quantities are computed on the
same grid, and all particles are treated as in conventional
PIC simulations. In particular, the fast-electron current
Jf is determined on a particle basis. In Ref. 6 we present
a detailed discussion on how the electron density needed
in Eq.(2) is computed from the particles with a local drift
velocity correction made to ensure consistency with the
divergence of Eq.(3). The electron temperature is deter-
mined in each cell as Te ∝ (v̄2 − v̄2)/3 from the cold
particle velocities, where the bar symbol stands for the
average over all electrons in a cell. Particles with a ve-
locity greater than 5 vth, where vth =

√
Te is the thermal

velocity, are defined as ’fast’ and accounted for in Jf .
As the local temperature evolves, electrons contribute to
the fast- or background population depending on their
velocity. Collisions play a key role in our hybrid model
by (a) thermalizing the electron population; (b) intro-
ducing resistivity due to collisions between ’background’
electrons and ions; and (c) defining stopping power, as
well as scattering of fast electrons off background elec-
tron and ions, respectively; in our code we use a collision
operator as described in Ref. [8], which is consistent with
the expression for resistivity defined in Eq.(1).

Equations (2-4) deliberately exclude the terms that de-
scribe the displacement current −1/(4π)∂E/∂t on the
r.h.s. of Eq. (3) and electron inertia ∝ me (∂/∂t+ v∇)v
on the l.h.s. of Eq. (2). The displacement current can
be re-introduced into our equations without loss of ex-
plicitness in the solver scheme [6], and does not make
a large difference in the simulation results except in sit-
uations where the electron currents change rapidly over
several femtoseconds, which is typically not the case. The
electron inertia term, on the other hand, is essentially re-
sponsible for the generation of plasma waves, and thereby
causes a numerical instability of the Maxwell solver when
the Debye length or the local plasma frequency are not
resolved [7]. By ignoring electron inertia, we remove
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time scales proportional to ω−1pe from the problem. This
assumption, which is the common basis of various ap-
proaches similar to ours [9–11], is justified under circum-
stances where (1) the collision frequency becomes compa-
rable to the local plasma frequency, and (2) the density
of fast particles is negligible compared to the cold back-
ground so that fast particles do not produce a significant
charge separation field [12]. Figure 4(a) shows the result
of a 1D simulation of the same problem as discussed in
Fig. 3, now performed with the PIC/Hybrid algorithm at
a resolution of 100 cells per micron. The Ohm’s law solver
is applied to the plasma on the r.h.s. of the interface in-
dicated by the dashed line. There is good agreement
between the electric field in both simulations. Details of
this comparison are discussed in Ref. [6].

In this problem the PIC solver is applied to plasma
with electron densities below 90nc. Since the Hybrid
code does not have to resolve the scales determined by
plasma physics at high density, we can use a relaxed res-
olution of 20 cells per micron without risking numeri-
cal heating effects in the dense plasma region. Figure
4(r.h.s.) shows the results of PIC and PIC/Hybrid sim-
ulations that demonstrate how PIC/Hybrid simulations
at 5 times lower resolution give an almost identical result
as the runs at the full resolution. As a side remark, note
that a conventional collisional PIC simulation at a res-
olution of 20 cells per micron would give a meaningless
result due to numerical self heating and subsequent loss
of resistivity in the dense plasma.

In conclusion, we gain a significant computational
speed-up by reducing the numerical resolution in our sim-
ulations without the penalty of numerical heating at high
density. This speed-up factor is more than the expected
factor of 25 in our 1D example which comes from the
simulation time step being reduced by the same amount
as the spatial resolution. In two dimensions, our scheme
therefore yields a speed-up of more than 500 making full-
scale simulations of experiments possible. As a guideline,
the simulation cost for the large conventional 2D PIC
simulation of the standalone cone shown in Sec. II was
60,000h on 256 cpus of Livermore’s Hera cluster. On
the other hand, this means that three-dimensional sim-
ulations at full scale are still too large for current com-
puters, as they would be approximately 4000 times more
expensive than corresponding 2D runs.

IV. CONE-WIRE

Cone-wire targets allow us to extract information on
coupling efficiency and the electron distribution function
beyond what is possible in the standalone cones discussed
above. These targets consist of a metal cone with a wire
attached at the cone tip. Due to its small density-radius
product the wire allows diagnostic access to the emitted
K-alpha fluorescence that is related to the hot-electron
population, making it an attractive choice for experi-
ments. We expect, however, that electrostatic fields sur-
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FIG. 5: (Color) Hybrid simulation of cone-wire target. Shown
are cold electron density and Poynting flux along z, electron
temperature, and line-outs along y = 0 at t = 500 fs. The
dotted line in (c) indicates the initial electron density before
ionization.

rounding the wire will have a significant effect on the
electron trajectories and the subsequent K-alpha emis-
sion pattern. In our modeling we therefore need to in-
clude the transition between the high-density plasma in
the wire, where we apply the ’hybrid’ solver, and the vac-
uum surrounding it. We also expect that the cone tip,
as well as the wire, will become ionized by the resistive
heating caused by the return currents. This means that
we need to include ionization effects to account for the
heating of the target material.

To simulate cone-wire targets we have extended our
PIC/Hybrid model from a static, planar interface to arbi-
trarily shaped and temporally dynamic interfaces. When
setting up a simulation the interface between the PIC
and Hybrid regions is defined by the threshold density,
thereby surrounding the entire target. During the simula-
tion run the position of the interface is frequently reset as
ionization changes the density profile. Numerically, our
algorithm decides for each cell which solver to use for the
electric field while the magnetic field in integrated from
Faraday’s law everywhere.

Ionization of solid copper is included via a simple ex-
pression for the effective charge state Z∗(Te) which is in-
terpolated from a Thomas-Fermi equation of state [13].
The electron density is periodically adjusted by deter-
mining Z∗ in each cell and then increasing the weights
of thermal electrons, as well as the ion charge state, as
appropriate. This is done in an energy-conserving fash-
ion by effectively shrinking the phase space of thermal
electrons. We then remove the energy that corresponds
to the atomic ionization potentials in the same way. As a
result of these operations, the heat capacity of the target
material is much higher than in comparable simulations
where a fixed charge state is assumed. Since ionization
effectively cools the target it can lead to a significant en-
hancement of resistive effects, compared to cases where
ionization is not accounted for.

Figure 5 presents our first simulation results of a cone-
wire target with the PIC/Hybrid code. The cone is a
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FIG. 6: (Color) Hybrid simulation of cone-wire target; (a)
hot-electron density; (b) static electric fields; (c) electron den-
sity distribution in wire, as indicated by dashed box in (a),
with three slope temperatures fitted as labeled.

1/5-scaled version of that shown in Fig.2, with a 60µm
wire attached to the cone tip consisting of copper with
an initial charge state Z∗ = 4. While the scaling affects
some properties of the laser beam propagation in the
under-dense plasma which makes quantitative compar-
isons with experiments impossible, it allows qualitative
insights into the physics of cone-wire targets and trends
with respect to the amount of pre-plasma which we will
explore below. The laser pulse has a Gaussian transverse
intensity profile with 5µm fwhm and a Gaussian tempo-
ral shape with 300 fs fwhm. At the time t = 500 fs, at
which the electron density and temperature are shown,
the peak laser flux reaches the cone tip. The Poynting
flux in Fig. 5(a) shows strong self-focusing into a single
filament in which the intensity exceeds twice the value it
would have in a vacuum focus. The temperature plot in
Fig. 5(b) shows how the divergent hot-electron distribu-
tion heats the cone walls near the point of absorption, as
well as how the cone tip and the wire are heated resis-
tively. The white regions in the temperature plot corre-
spond to the presence of relativistic particles in vacuum
which lead to a large value, rather than an actual tem-
perature. Figure 5(c) shows line-outs of electron density
and temperature along the target central axis. An ioniza-
tion wave driven by resistive heating leads to a significant
increase in the electron density, as indicated by original
electron density profile shown as the dotted line. Note
that the electron density at the point where the laser
is absorbed, i.e. at z = 45µm is around 10nc. Sim-
ilar to the standalone cone simulation discussed above,
we observe relatively shallow density profiles that do not
exceed a value of 50nc even at late times.

Looking at the electron distribution function in the
wire, as outlined in Fig.6(a), we observe multiple slopes
ranging from the background temperature of 200 eV up
to a hot tail with 7 MeV, as shown in Fig.6(c). The en-
ergy spectrum is given in units of nc/MeV so that one
can directly read off a density associated with the energy,
which yields a conversion efficiency. We find that at 1 ps,
around 90% of the laser pulse has been absorbed, and
about 20% of the laser pulse energy has been coupled
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FIG. 7: (Color) Hybrid simulation of cone-wire targets with
different levels of pre-plasma. The left case corresponds to
10 mJ of pre-pulse energy, the right one to 100 mJ. Shown
are hot-electron density, Poynting flux (a,c) and temperature
(b,d).

into the wire. In particular, about 7% has been coupled
into the background at 200 eV; ≈ 3% into intermediate
energies 0.1 MeV≤ E ≤ 1.5MeV; and 10% into electrons
with energies ≥ 1.5MeV. As a result we expect that K-
alpha emission will be mostly generated by the abundant
lower-energy part of the distribution function with en-
ergies greater than the K-alpha threshold of 8 keV. At
the same time we observe that a multi-MeV/micrometer
electrostatic sheath field is built up around the target, as
shown in Fig. 6(b), while the interior of the wire is dom-
inated by resistive fields on the order of 1 keV/micron
leading to resistive heating and ionization. The sheath
field is strong enough to confine most of the MeV elec-
trons in the wire.

When comparing to a second simulation where the pre-
plasma has been generated by a 100mJ pre-pulse, i.e.,
ten times more energy than in the previous case, we
find that the hot-electron energy coupled into the wire
is dramatically reduced. Figure 7 shows the results for
the number density of electrons with energy > 1 MeV
and temperature in two cases, one corresponding to a
pre-plasma generated by 10mJ of pre-pulse and a sec-
ond one with a 100mJ pre-pulse. Figures 7(a,c) show
that (i) laser absorption occurs closer to the cone tip
and (ii) hot-electron density in the wire is higher in the
10mJ case. Figures 7(b,d) show that the wire is hotter
while the wings of the cone are colder in the 10mJ case,
similar to the standalone cone. The conclusion is that
with large amounts of pre-plasma the hot electron popu-
lation generated in the laser-plasma interaction becomes
more divergent, and the fraction captured into the wire
drops. This agrees qualitatively with recent experimen-
tal results on the dependence of K-alpha coupling effi-
ciency from cone-wire targets with respect to the energy
in an external pre-pulse [14]. Figure 7 (b,d) also shows
some surface heating of the wire, even though our results
likely under-estimate this effect. With our PIC/Hybrid
scheme it is difficult to model ’infinitely’ steep density
gradients between under-dense plasma and solid density,
because in these regions the displacement current and
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quasi-neutrality become important. In our modeling we
have surrounded high-density plasma with a 0.5µm scale
length density gradient. This does not modify the elec-
trostatic confinement of energetic electrons because the
electrostatic potential depends on the electron distribu-
tion in the wire; however, ion acceleration or surface heat-
ing effects might be under-estimated, compare Ref. [15].
In a fast-ignition relevant context, on the other hand, we
expect no sharp boundaries between the PIC and Hybrid
regions.

V. CONCLUSION

In performing large-scale kinetic simulations of short-
pulse laser interaction with cone targets under realistic
conditions, we have gained significant insights into pre-
plasma effects on the laser-plasma coupling and the char-
acteristics of laser-generated hot electrons. We find that
an accurate modeling of the pre-pulse is important be-
cause the laser-plasma coupling is very sensitive to the
presence of pre-plasma which has the effect of moving
the point of absorption upstream in the cone, thereby re-
ducing the coupling into the cone tip. Standalone cone
targets, however, do not allow us to infer what absorption
or transport will be. These aspects are better captured
in cone-wire targets, where the coupling into a relatively
thin wire provides information on absorption and hot
electron transport. Here we find again that pre-plasma
significantly reduces coupling into the wire while enhanc-
ing the heating of the cone walls further upstream in

the target with respect to the laser irradiation direction.
Also, there are significant electrostatic potentials arising
around the entire target due to multi-MeV electrons that
are generated early on in the laser interaction; these po-
tentials are able to confine the hot electrons generated
later in the interaction and possibly modify transport in
the wire.

To be able to model transport in cone-wire targets over
picosecond time scales as required for a meaningful com-
parison with the experiment, we have extended our exist-
ing 3D particle-in-cell code with a resistive MHD module.
The key assumption is the neglect of electron inertia, and
we solve for the electric field using an Ohm’s law. Our
approach allows us to model solid density targets with
arbitrary geometry and with ionization, which modifies
the shape of the interface between the PIC and the MHD
regions over time. We are now in a position to evaluate
laser-coupling aspects of high-energy petawatt laser ex-
periments and fast-ignition point designs at full-scale in
2D.
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